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## TODAY

YES, if player's self-knowledge is APPROXIMATE
(in single-good auctions)
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## Rolex Auction

winner = player with max bid
winner's price $=2^{\text {nd }}$ highest bid

bidding true valuation is a (very weakly) dominant strategy
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## WEAKER ASSUMPTION: Bayesian?

 each player knows his own individual Bayesian

Does player 2 really know that $\operatorname{Pr}(16 \mathrm{k})=1.5 \operatorname{Pr}(16.6 \mathrm{k})$ ?
If no, and it matters, still very strong!
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 each player approximately knows his valuation

## Q:

How well can we leverage approximate knowledge?
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## auction <br> mechanism
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QUESTION (now more precise)
What is the $\max \varepsilon(\delta, n)$ that we can guarantee?

## Our Results

## How about dominant strategies?
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Should player 2 bid 3 k or 5 k ?
What if he can report a set?
(if reporting the "true" set is dominant, we may be all set...)
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a random assignment trivially guarantees $\frac{1}{n}$
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## A New World

Dominant strategies not useful...
What other solution concepts could make sense? undominated strategies [Jackson, BLP]
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 much better!!
(note that the second-price mechanism is not dominant-strategy anymore!)
$\Rightarrow$ a new role for undominated strategies!
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## Harder!

dominant strategies $\rightarrow$ " single" mechanism (rev. principle) undominated strategies $\rightarrow$ infinitely many mechanisms

Thm 2: Second-price mechanism in
undominated strats. guarantees $\left(\frac{1-\delta}{1+\delta}\right)^{2} \cdot M S W$

Thm 3: $\forall$ deterministic undom. strat. mechanism
guarantees no more than $\left(\frac{1-\delta}{1+\delta}\right)^{2} \cdot M S W$

## And with randomness?

## Implementation in Undomin. Strat's

Thm 4: Our mechanism in undom.
strategies guarantees $\frac{(1-\delta)^{2}+\frac{4 \delta}{n}}{(1+\delta)^{2}} \cdot M S W$

$$
\begin{array}{cll}
\delta=0.5 & n=2 & 5 \text { times better } \\
\delta=0.5 & n=4 & 3 \text { times better } \\
\delta=0.25 & n=2 & 2 \text { times better }
\end{array}
$$
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$\sigma_{1}$
(-)

$\sigma_{2}$
$\sigma_{3}$

$$
\begin{aligned}
& M S W=(1+\delta) x \\
& S W=\frac{(1-\delta)^{2}}{1+\delta} x \\
& \Rightarrow \varepsilon \leq\left(\frac{1-\delta}{1+\delta}\right)^{2}
\end{aligned}
$$

Deterministic: QED

## Approximate Knowledge

more adversarial...
... more work (but doable) ... more fun!

## Thank you!

## Proving Theorem 3

## Will use:

## Undominated Intersection Lemma:

A tool for undominated strategy mechanisms

- No revelation principle to help
- Need to apply to all mechanisms
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Recall Theorem 3:
in undominated strategies, no deterministic mechanism
guarantees more than $\left(\frac{1-\delta}{1+\delta}\right)^{2} \cdot M S W$
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$\sigma_{1}$

$$
\operatorname{Pr}[1 \mathrm{wins}]=0 \bigodot
$$
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\begin{aligned}
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Within $1 \%$ or $10 \%$ or $25 \%$...
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constructible plot of land
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$$
K_{1}=\left[1 \times 10^{9}, 3 \times 10^{9}\right]
$$
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## Approximate Valuations (summary)

outcome


## Approximate Valuations (summary)


approximation inaccuracy $\delta$ is:

- guaranteed
- known to the designer
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(by the second-price mechanism)
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## What is the best $\varepsilon(\delta, n)$ ?

Under which solution concepts should we ask the question?
(non-Bayesian) incomplete information,
so two natural notions to consider:

1. implementation in dominant strategies
2. implementation in undominated strategies
(3. ex-post NE reduces to dominant strategies)
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Full version at http://arxiv.org/abs/1112.1147
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$\forall$ monotonic $^{*} f: \mathbb{R}^{n} \rightarrow[0,1]^{n}, \quad M_{f}$ satisfies
$\operatorname{UDed}_{i}\left(K_{i}\right) \subset\left[\min K_{i}, \max K_{i}\right]$

- Recall a classical result:

$$
\forall \text { monotonic } f: \mathbb{R}^{n} \rightarrow[0,1]^{n}, \quad M_{f} \text { is DST }
$$

- How does $M_{f}$ look like? On input bid-profile $v$
- Player $i$ wins w.p. $f_{i}(v)$;
- Player $i$ (if wins), pays $v_{i}-\frac{1}{f_{i}(v)} \int_{z=0}^{v_{i}} f_{i}\left(z \sqcup v_{-i}\right) d z$
- Our result:
* = distinguishably monotonic
$\Rightarrow$ only need to focus on finding good allocation function $f$
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## Conclusion



Goal: want to learn about others,
who may not know themselves very well.
The Goal is desirable and doable!
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- A mechanism $M \delta$-implements $\varepsilon \cdot M S W$ if

$$
\begin{aligned}
& \forall K \in[\delta], \forall T V \in K, \exists \sigma \in \operatorname{Dnt}(\stackrel{T}{K} K) \\
& \underset{M, \sigma}{\mathbb{E}}[S W(T V, M(\sigma))] \geq \varepsilon \cdot M S W(T V)
\end{aligned}
$$

## Impl. in Dominant Strategies

- Thm: in dominant strategies, every (possibly probabilistic) mechanism cannot guarantee more than $\frac{1}{n} \cdot M S W$
"Revelation Principle" *
- Claim: in dominant strategies, every (possibly probabilistic) direct mechanism cannot guarantee more than $\frac{1}{n} \cdot M S W$
set of strategies is $[\delta] *$


## Impl. in Dominant Strategies

- Claim: in dominant strategies, every (possibly probabilistic) direct mechanism cannot guarantee more than $\frac{1}{n} \cdot M S W$
- Proof:

1. Lemma: a dominant strategy direct mechanism $M$ gives the same outcome when a player deviates individually: $\forall K, \forall i, \forall K_{i}^{\prime}$,

$$
M_{i}(K)=M_{i}\left(K_{i}^{\prime} \sqcup K_{-i}\right)
$$

(Proof: play with different worlds)
2. Consider WORLD $_{1}$ : all players bid low; there is some unlucky player, say player 5.
3. Consider $\mathrm{WORLD}_{2}$ : all players bid low except player 5 .
4. Compute and conclude. QED
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\end{aligned}
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- And it is optimal among deterministic mechanisms
- Thm 3:
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## Upper Bounds on $\varepsilon$

Proof:
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5. Choose the "world" of $\left(K_{1}, K_{2}^{\prime}, K_{3}^{\prime}\right) \ldots$ This is the hard instance!
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$$
\ldots \Rightarrow \varepsilon \leq \frac{(1-\delta)^{2}+\frac{4 \delta}{n}}{(1+\delta)^{2}}
$$

Probabilistic: QED
$\sigma_{1}$
$\sigma_{2}$
$\sigma_{3}$
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## Lower Bound Tool

Distinguishable Monotonicity Lemma:
$\forall$ monotonic $^{*} f: \mathbb{R}^{n} \rightarrow[0,1]^{n}, \quad M_{f}$ satisfies $\operatorname{UDed}_{i}\left(K_{i}\right) \subset\left[\min K_{i}, \max K_{i}\right]$

- Designing $f$ :
- When bids are close to each other: give good at random.
- When there is a "clear winner": act like second-price.
- If neither: interpolate in a smart way.

This is delicate. In every "intermediate case", need to:

1) ensure the target social welfare, and
2) ensure distinguishable monotonicity.
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## " 100 m " view:

1. On input bids $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$, WLOG $v_{1} \geq v_{2} \geq \cdots \geq v_{n}$.
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2. Find "magic" threshold $n^{*}$ s.t. $\left\{\begin{array}{l}v_{i}>\frac{\sum_{j=1}^{n^{*}} v_{j}}{n^{*}+D(\delta)} \text { for all } 1 \leq i \leq n^{*} \\ v_{i} \leq \frac{\sum_{j=1}^{n^{*}} v_{j}}{n^{*}+D(\delta)} \text { for all } n^{*}<i \leq n\end{array}\right.$
3. Assign good to only "candidate winning" players $1,2, \ldots, n^{*}$ where player $i \in\left\{1,2, \ldots, n^{*}\right\}$ wins with "magic" probability:

$$
f_{i}(v)=\frac{1}{n} \cdot \frac{n+D(\delta)}{n^{*}+D(\delta)} \cdot \frac{v_{i}\left(n^{*}+D(\delta)\right)-\sum_{j=1}^{n^{*}} v_{j}}{v_{i} D(\delta)}
$$

Easy to evaluate, just like the second-price mechanism!
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## Approximate Valuations



