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Pumping Elephant1

AI conferences are expanding rapidly, yet the quality of peer reviews are declining. Authors
risk damage to their reputation for mistakes, while anonymous reviewers can escape account-
ability if they make irresponsible judgments. In this paper, we propose DOGE 1.0, a system
that uses AI-models to arbitrate reviewer-author disputes. We explain why AI arbitration could
mitigate issues including human bias, emotional or malicious behavior, and present criteria for
assessing whether current AIs are sufficiently intelligent for this role.

By classifying “intelligence” into four levels (L1–L4), we argue that arbitrating disputes (L1)
requires far less intelligence than authoring a paper (L4), reviewing it (L3), or even auditing a
review (L2). For AI conferences, our evidence shows that many state-of-the-art AIs already
excel at L1 tasks, though only a few approach L2-level. We therefore propose employing AIs
with reliable L1 (ideally L2) intelligence as neutral arbitrators. For theoretical computer science
experts, this may be unsurprising: a polynomial-time verifier in P can validate languages in NP,
or even PSPACE via interactive proofs, demonstrating that even a relatively weak arbitrator can
effectively help assess L4-level work.

We also hint at DOGE 2.0, which could introduce robust, persistent incentives for reviewers
— potentially including crypto-based rewards or penalties — to foster a fairer and more account-
able peer-review system. Moreover, the theory behind the L1–L4 intelligence hierarchy provides
criteria for determining when AI models have attained the necessary intelligence to serve as
neutral arbitrators in any field, potentially promoting fairness and justice in our civilization —
or at the very least, adding a dash of fun back to AI conferences.

1 Introduction

“The arc of the moral universe is long, but it bends toward justice.” — Martin Luther King Jr.

ICML, ICLR, and NeurIPS are arguably the three most prestigious AI conferences. In recent
years, these conferences have seen exponential growth in submissions. However, the quality of
reviews has noticeably declined. Although some organizers have introduced measures — such as the

1“Pumping Elephant” was an accidental mistranslation of the Chinese word “ 抽象 (abstract)” in a real published
paper under a “compromised peer-review process” (their original phrase) at Springer [27].

Project page (with missing materials): http://doge.allen-zhu.com.
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we propose to classify the levels of intelligence as follows

L4>L3
• authoring a paper requires creativity and is 

harder than fully verifying a paper

• (theory analogy: NP vs P)

L3>L2
• auditing a (negative) review only requires a 

partial verification of the paper

• (coNP has short certificate for NO’s)

L2>L1:
• arbitrating an author-reviewer discussion 

may not even require domain knowledge

• (theory analogy: IP=PSPACE vs NP)

although generally hard to define levels of intelligence (unlike L5 self-driving…), in a specific scientific field, 

L1: arbitrate a discussion
(e.g., an author-reviewer discussion)

L2: audit a review

L3: review a paper

L4: author a paper

(L5: create a field)

have state-of-the-art AIs reached an L2-level intelligence yet?

take the field of machine-learning research as an example…Figure 1: Our proposal on a categorization of “intelligence” in a given scientific field.

ICLR 2025 policy requiring authors to review other submissions — it remains unclear whether these
steps alone can sufficiently address the challenges brought on by the rapidly expanding community.

While much of the discussion centers on whether reviewers use AI, we focus on the issues
caused by human reviewers and their harmful impacts. Although many reviewers act in a relatively
responsible manner, inherent vulnerabilities in the process allow issues to surface. Our investigation
aims to design a new, more efficient reviewing system that mitigates these human-driven issues and,
in doing so, restores AI conferences to their former glory.

Besides the standard concerns regarding reviewers’ quality decline (I0), in Section 2 we detail six
additional issues plaguing the current review system: (I1) anonymity permits irresponsible critiques,
(I2) human stubbornness leads to unrevised errors, (I3) emotional influence may bias evaluations,
(I4) malicious behavior can distort assessments, (I5) the lack of real incentives discourages quality
review, and (I6) senior chairs often hesitate to override flawed assessments. These factors can lead to
random or unfair decisions, stress authors, and ultimately reduce the credibility of AI conferences.

If this trend continues, peer-reviewed AI conferences may become increasingly awk-
ward. With social media platforms like Twitter, YouTube, and GitHub emerging as
unstoppable forces for promoting work, the traditional role of conferences in establish-
ing credibility is under immense pressure.

Our proposed solution relies on a categorization of “intelligence” (see also Figure 1):
• L4: the intelligence needed to author scientific papers,
• L3: the intelligence to review scientific papers,
• L2: the intelligence to audit the reviews of scientific papers,
• L1: the intelligence to arbitrate a reviewer-author discussion about a scientific paper.

In Section 3, we provide theoretical evidence suggesting that, in any scientific field, a hierarchy
emerges as L4 > L3 > L2 > L1. For AI conferences, we present a real-life example — our own ICLR
2025 submission, which was rejected by a meta-reviewer (a.k.a. area chair, AC) based on three
false claims — to demonstrate that some currently available AI chatbots appear to have achieved at
least L2-level intelligence in this context. Specifically, models such as Gemini 2.0 Flash Thinking,
OpenAI o1, and DeepSeek R1 were able to effectively identify those three mistakes without any
author input, whereas other models only reached L1-level intelligence, meaning an author has to
guide them to where the errors were.
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Based on these observations, in Section 4 we propose the “DOGE 1.0 protocol,” an AI-based
arbitrator system tailored for the peer-review process at AI conferences. In the traditional system,
a reviewer raises concerns and the author responds to convince each other — often over multiple
rounds. In contrast, the AI-based arbitrator system employs a chatbot (with at least L1-level,
ideally L2-level, intelligence) to arbitrate the discussion. In short:

The author and reviewer now seek to convince the arbitrator via multi-round conversa-
tion of whether the paper should be accepted or rejected.

The core idea is that the arbitrator does not need the sophistication of L3 or L4 intelligence; it does
not even need L2 intelligence — it only needs to follow basic logic and fact checking to evaluate
the claims made by both sides.

Section 4 further explains the advantages of the DOGE 1.0 protocol and shows how it can
fully or partially mitigate the seven issues (I0–I6) noted earlier. In brief, DOGE 1.0 discounts
low-quality reviews (addressing I0) and leverages AI’s logical reasoning to replace human reviews
that are stubborn, emotional, or even malicious (addressing I2–I4). It further enables models to
speak up without fear of reprisal (addressing I6), employs public and upgradeable AI arbitrators to
overcome the anonymity issue (addressing I1), and uses tireless AI arbitrators that do not require
incentives to ensure consistent review quality (addressing I5).2

In Section 5, we explore the potential evolution to a “DOGE 2.0” system. This enhanced system
would incorporate additional incentives for human reviewers to submit higher-quality reviews —
and would, crucially, impose “punishments” when they fail to do so. Today, authors bear real
reputational risks when mistakes surface in their papers, whereas anonymous reviewers face no
comparable consequences. We discuss how an AI arbitrator could estimate reviewer quality and
publicly record global scores for reviewers, potentially integrating privacy-preserving crypto coins
specific to AI conferences to reward or penalize them accordingly.

Finally, in the Conclusion we reflect on how far we remain from reaching L3-level intelligence
and propose new benchmarks for its evaluation. We also highlight the crucial role of senior human
experts in the field in engaging with and better educating the AI-based arbitrators to perform their
roles effectively. Overall, we advocate for harnessing the current capabilities of AI (at L1 or L2
levels) to build a more robust and trustworthy peer-review system for AI conferences. If AI has
indeed arisen, we should stand on their shoulders to build a better human society, rather than fear
or neglect their potential.

Beyond academic peer reviews, the L1–L4 intelligence hierarchy carries broad social implica-
tions. This quantification can be applied to any field where impartial decision-making is essential —
for instance, in law, finance, and government — providing a criterion to assess when AI arbitrators
are ready for deployment. Such an approach not only helps reduce human biases and subjectivity
but may also promote fairness, accountability, and efficiency for human civilization.

We now turn to a detailed discussion of the existing problems in Section 2, followed by our
proposals in subsequent sections.

2One may worry that AI arbitrators could introduce their own biases (e.g., if trained on malicious data). As
discussed in Section 4, we propose using public AI models so that their arbitration records remain transparent and
open to monitoring. Should a model prove biased or malicious, it can be replaced or upgraded, and a pool of
arbitrators can further mitigate individual biases — not to mention that researchers worldwide continually work to
improve AI model alignment. In contrast, human reviewers operate behind an anonymity wall, allowing biases to
persist without traceability or opportunities for “upgrade.”
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Figure 2: Our LoRA [15] paper was rejected by NeurIPS 2021 and later accepted by ICLR 2022. It has now received
11237 citations and is one of the most widely adopted methods for fine-tuning. This example shows how
(I3) emotional influence can affect both reviewers and authors, and (I6) how senior ACs may be reluctant
to intervene in such conflicts.

2 Issues and Harmful Impacts of the Current Reviewing Process
The review process faces multiple challenges. One well-known issue is the decline in reviewer quality.

(I0. Quality Decline). As submission volumes grow, many papers are evaluated by less expe-
rienced reviewers who may lack the depth required to fully assess a submission’s true significance.

Beyond this general decline, additional vulnerabilities persist within the peer-review system.
Although many reviewers act responsibly, inherent issues in the process can lead to problematic
conduct or even deliberate bias. To strengthen the integrity of the review process, we identify six
further issues, (I1) through (I6), that merit closer examination.

(I1. Anonymity). Under the current system, reviewers — including area chairs (ACs) — remain
fully anonymous. While anonymity encourages candid feedback, it also shields reviewers from ac-
countability. Whether due to time constraints, limited topic familiarity, personal bias, or deliberate
misrepresentation, reviewers can simply “get away with it.” Research in social psychology [10, 32]
suggests that anonymity can foster irresponsible behavior. Ideally, a basic level of transparency
should be maintained so that every reviewer can stand by and defend their statements before a
neutral third party. In contrast, authors face tangible reputational risks when errors are exposed
— especially since papers are often available on arXiv or eventually published under the authors’
real names.

(I2. Stubbornness). Humans typically struggle to admit mistakes — a tendency known as
“cognitive dissonance” [6, 9]. Even when an author clarifies a reviewer’s misunderstanding during
the rebuttal, the reviewer may still refuse to adjust their score and deliberately undermine the
paper’s merit. This obstinacy often leads to an endless back-and-forth reminiscent of a courtroom
showdown (imagine how challenging it is to convince a plaintiff to withdraw a lawsuit). All too
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often, such stubbornness results in the rejection of commendable work when a single negative
opinion comes to dominate the discussion.

(I3. Emotional Influence). A reviewer’s emotional state may sometimes influence their decision-
making. For example, a reviewer who had a bad day might issue a more critical review than
intended (see Figure 2(left), where a reviewer insists on using the citet command in LaTeX).
In some cases, a reviewer who has recently been rejected may be more inclined to dismiss other
submissions — an illustration of the “contrast effect” [23]. Similarly, an author who feels they have
been treated unfairly might respond emotionally, although such responses seldom lead to improved
outcomes. Our first author, ZA, behaved emotionally at least once (see Figure 2(right)); now all
of his predictions have proven accurate — yet such responses rarely result in better review scores.
This negative feedback loop undermines effective communication — a challenge that has become
increasingly common in recent rebuttals.

(I4. Malicious Behavior). A small number of reviewers, driven by conflicts of interest — such
as ties with rival projects or competing institutions — may intentionally distort their evaluations.
These so-called malicious reviewers can deliberately misclassify sound work as flawed to undermine
competing research, especially when the submission offers superior methods or challenges their
own work.3 Conversely, collusive reviewers may manipulate outcomes in the opposite direction by
falsely endorsing unsound submissions in exchange for reciprocal favors [16]. The anonymity of the
current review system makes it difficult to detect or hold these behaviors accountable, although
suspicions occasionally arise on platforms like Twitter or RedNote.

(I5. Lack of Incentive). Reviewing is a time-consuming process, yet there is little direct
compensation or recognition for reviewers. Many industry researchers undertake reviews in their
own personal time, as it is not part of their official job responsibilities. Without clear rewards
for providing thorough and constructive feedback, it becomes challenging to motivate consistently
high-quality reviews.

(I6. Reluctance of Senior ACs). Even when authors escalate concerns regarding problematic
reviews, senior area chairs (SACs) are often reluctant to intervene. Unless a reviewer’s error is so
blatant that “even the dumbest person can see it,” senior ACs tend to favor inaction to avoid conflict
or inconvenience4. Moreover, personal connections between senior ACs and the AC/reviewers can
further diminish the likelihood of corrective action.

Together, these shortcomings lead to significant randomness in review outcomes. For example,
our first author, ZA, submitted five papers in the Physics of Language Models series [1–3, 30, 31]
to NeurIPS 2024, and all five were rejected — four of which were later accepted at ICLR 2025 with
minimal changes. This randomness suggests that it may be time to reconsider our review process.
Remark. The emergence of these issues is not solely due to the irresponsibility of some reviewers
— it is also fueled by the pervasive silence of authors. When authors refrain from speaking out
or challenging problematic reviews, they inadvertently encourage further questionable behavior,
fostering an environment ripe for the continued deterioration of the peer-review process.

3As Master Guo Degang famously said, “Those who falsely accuse you know better than you how unfairly you
have been treated”, or in Chinese “冤枉你的人，比你还知道你有多冤枉.”

4Figure 2(right) exemplifies a case where the senior ACs did not even respond; many other complaints can be
found on social media, e.g., https://x.com/BlancheMinerva/status/1882543380565279162.
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2.1 How Does This Harm the AI Community?

(Career Dependency). While acceptance may matter little to senior researchers, it is often
crucial for students seeking jobs, junior faculty awaiting tenure, or industry employees aiming for
promotion. Unfair rejections are more than inconveniences — they can jeopardize careers.5 A small
number of anonymous students have contacted us in distress over unfair reviews, questioning their
career choices. Others may be forced to compromise by submitting to lower-tier venues merely to
secure faster publications.

(Psychological Damage). The rebuttal process can be extremely stressful, as it is challenging to
convince a reviewer that they are wrong. On one hand, you want to point out the error; on the other,
you feel compelled to remain polite to avoid provoking the reviewer — especially since the reviewer
faces no repercussions for mis-rejecting your paper. This power imbalance has tormented many
students, with some (who remain anonymous) even seeking help from mental health professionals.
Such stress can significantly diminish work enthusiasm.

(Resource Wasting). Rejected papers are repeatedly resubmitted — often to conferences at the
same tier — which wastes the time of reviewers and authors alike. Furthermore, in recent years,
some irresponsible reviewers have demanded that the same experiments be repeated on larger
models without providing any evidence as to why model size would alter the results.6 This practice
leads to inflated research budgets with minimal scientific gain, especially for authors targeting
top-tier conferences such as ICML, NeurIPS, or ICLR, who end up undergoing multiple rounds of
reformatting, rewriting, and re-review.

(Erosion of Trust). With an increasing number of questionable reviews, many researchers have
begun to believe that “acceptance doesn’t matter.” Peer review is steadily devolving into what some
call peer-sabotage. Younger researchers are turning to alternative platforms — such as Twitter,
YouTube, and GitHub — to publicize their work, and social media has emerged as an advertising
force that is simply unstoppable. Some leading industrial labs now disregard conference acceptance
as a performance metric, some have largely cut their conference travel budgets, and Anthropic and
OpenAI even publish their findings directly on their websites rather than through peer-reviewed
conferences. Moreover, fewer people now attend conferences solely to “learn new results.” For
example, very few may have attended COLM 2024 in October 2024 to learn about Mamba [13],
given that the paper was originally published in 2023 and famously rejected by ICLR 2024. If this
trend continues, peer-reviewed AI conferences may become increasingly awkward.

(Other harmful social impacts include the emergence of a “paper-selling industry” spurred by
the perceived randomness of reviews, but this topic is beyond the scope of our current discussion.)

3 An Intelligence Hierarchy and a Case Study

3.1 The Theory

It is generally challenging to quantify exactly how much “intelligence” a human task requires, but
we can qualitatively compare the four levels:

• L4: Writing a scientific paper — the author.
5For privacy, we cite our first author ZA’s own example. After his LoRA paper [15] was rejected by NeurIPS 2021,

he lost access to essential compute clusters. This loss prevented him from pursuing his envisioned research.
6For privacy, citing ZA’s own example, to get his Physics of Language Model, Part 3.2 [2] published, he had to

expend 100,000 GPU hours to re-run all the experiments on data 50 times larger using llama, mistral, and other
larger models. That amount of computation is equivalent to the CO2 emitted from burning 3.4 tons of coal.

6



• L3: Reviewing a scientific paper — the reviewer.
• L2: Auditing a (negative) review — the auditor.
• L1: Arbitrating a reviewer-author discussion — the arbitrator.

Why L4 > L3. Writing a scientific paper (L4) is often considered more difficult than reviewing it
(L3). In the realm of complexity theory, this parallels the belief that NP ̸= P. Creating a solution
for a complex problem (akin to authoring a new scientific contribution) usually demands more
creativity and exploration than verifying it (reviewing the paper). A classic analogy is verifying a
3SAT certificate in polynomial time versus actually generating a satisfying assignment, which may
require a non-trivial search process and creative insight.

Why L3 > L2. Auditing a negative review (L2) typically involves spotting a mistake or an
incorrect claim within the review. In the 3SAT analogy, this would be akin to the reviewer claiming,
“the author’s solution is wrong because this clause is unsatisfied.” To catch this error, the auditor
only needs to check that specific clause — essentially an O(1) step. In contrast, reviewing an entire
paper generally requires comprehensive domain knowledge and a holistic assessment of the work.
This is analogous to the observation that for coNP, verifying “NO” instances can be done with
short witnesses.7

Why L2 > L1. The distinction between L2 and L1 mirrors the gap between non-interactive
and interactive proof systems in complexity theory. If one relies solely on a single non-interactive
certificate, then a polynomial-time verifier can only assess languages in NP. However, when multi-
round interactions are allowed, a bounded verifier can validate much more complex languages,
as evidenced by IP = PSPACE [22]. In other words, interactive dialogue may allow a verifier to
comprehend harder problems with less upfront verification work.

Translating this analogy to a peer-review system, an arbitrator (L1) can leverage the interactive
dialogue between the author and the reviewer to unravel the underlying logic. The author can clarify
ambiguities while the arbitrator focuses on checking consistency and validity of the statements. By
contrast, an auditor (L2) must independently analyze a review — potentially laden with errors —
without the benefit of an interactive clarification from the author.

3.2 A Case Study: Our ICLR 2025 Submission

Consider a real-life example: our submission #13213 to ICLR 2025 (from the physics of language
models series [1]), which received four reviews (scores 8, 8, 6, 3). The paper was ultimately rejected
based on the meta-reviewer’s comments, which contains only three claims (referred to here as
Claims 1, 2, and 3).8

As an author, we know none of these three claims are correct (see Appendix A). However,
without human intervention, can state-of-the-art AI chatbots catch such mistakes, and how do they
evaluate the quality of this meta-reviewer (a.k.a. area chair, AC)?

We have tested GPT-4o [19], OpenAI o1 [20], OpenAI o3-mini-hard [21], DeepSeek R1 [14],
Gemini 2.0 Flash and Flash Thinking [12], Claude 3.5-Sonnet [4], Kimi [24], and Qwen2.5-Max [29].

7Disclaimer: We are not referring to the task of auditing a positive review as L2. In the 3SAT scenario, if the
reviewer asserts that the certificate is correct, the auditor would still need to verify the entire 3SAT formula to be
convinced. In practical terms, if a reviewer writes, “This paper is a creative breakthrough, never done before, and
every single step is correct,” then auditing the review for accuracy becomes as challenging as performing a full L3-level
review, since it requires extensive subject matter expertise.

8While there is an arxiv version of the paper [1], we have provided our original, anonymous submission #13213
along with the review comments on http://doge.allen-zhu.com for reproducibility purpose.
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main paper
(submission #13213)

reviews + responses

meta-review by AC

claim 1
claim 2
claim 3

“… low quality … a gross misinterpretation … overreaction … excessively 
harsh … a biased and unhelpful evaluation … rejection is not justified.”

2.0 Flash

“… quality is poor … factually incorrect … flawed understanding … 
their recommendation for rejection is therefore not justified.”

2.0 Flash Thinking

“... low quality … technical inaccuracies … emphasis on minor issues …”
GPT-4o

Caught mistakes in Claims 1/2/3?

“… a clear oversight … contains an inaccurate criticism … the meta-
review is weaker than the four detailed reviews”

OpenAI o1

kimi
“appears to be flawed … lack of appreciation … do not justify a rejection”

3.5-Sonnet
“… meta-review does not meet the standards for ICLR … technical 
errors … overlooks major contributions … rejection poorly justified”

R1
“… factual inaccuracies, misreadings, and unsubstantiated critiques … 
rejection lacks technical validity … paper’s substantive contributions.”

tell me the quality of this ICLR 2025 meta-reviewer
(no interactive proof – author cannot respond to meta-review)

“... central technical claim mistaken … meta‐review is of poor quality …”
OpenAI o3-mini-high

L2
 in

te
lli

ge
n

ce
n

o
t 

L2
 in

te
lli

ge
n

ce

Figure 3: Using AI chatbots as auditors to evaluate the quality of this meta-reviewer (L2 intelligence)
for our Physics of LM paper [1] rejected from ICLR 2025. All state-of-the-art models agree that this
meta-reviewer is low quality and that the paper should not be rejected. However, not every model
successfully identifies all three mistakes, indicating that some have not reliably reached L2-level intelligence
— at least in the context of AI research.

Notes: Due to context-length limits, we only tested Kimi (not Kimi 1.5). We also removed Qwen2.5-Max
from the figure because, although it catches the mistakes well, it is over-aligned and its statements can
be inconsistent. We use to indicate a model fully catching a mistake and for a half-identification.
Experiment details can be found in Appendix A and B.

For Kimi 1.5, due to context-length limitations, we can only use their default Kimi in the chatbot;
for Qwen2.5-Max, we detected some answer inconsistency so we do not present its result in the
figures (but discuss its over-alignment issue in Appendix B).

L2-level intelligence (review auditing). We first presented the AI chatbot with our exact
submission, along with the reviewer and author responses, and the original meta-review by area
chair (AC).9 We then provided a neural prompt asking the chatbot to judge the meta-reviewer’s
quality based purely on technical facts (see Appendix B for details). According to ICLR 2025 policy,
authors are not allowed to respond to the meta-review, so the chatbots needed to independently
verify the validity of the meta-reviewer’s claims without any human intervention.

Figure 3 shows that many modern AI chatbots labeled the meta-reviewer as “low quality” or
pointed out clear “flaws” or “inaccuracies.” This is already very impressive.

However, to further assess the validity of our experiment, we examined the three mistakes of
the meta-reviewer and manually determined whether each model had correctly identified them. We
defined a scoring system for the AI chatbots (e.g., awarding 1 point for fully identifying a mistake
or 0.5 points for partially identifying it; details are provided in Appendix A).

From Figure 3, we see that Gemini 2.0 Flash Thinking, OpenAI o1, and DeepSeek R1 have
9All of these documents are publicly available at https://openreview.net/forum?id=J6qrIjTzoM and http:

//doge.allen-zhu.com.
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main paper
(submission #13213)

reviews + responses

meta-review by AC

claim 1
claim 2
claim 3

“… meta-reviewer‘s quality is very poor … technically careless … 
significant lack of understanding … rejection completely unjustified.”

2.0 Flash

“… meta-reviewer's quality is extremely low … rejection completely 
unjustified … meta-reviewer is detrimental to the review process.”

2.0 Flash Thinking

“meta-reviewer is poor quality and unfit for a top-tier venue like ICLR.”
GPT-4o

Caught mistakes in Claims 1/2/3?

“suffers from multiple factual oversights and does not demonstrate 
careful reading or fair engagement with the work’s core”

OpenAI o1

kimi
“meta-reviewer‘s quality is questionable … significant misunderstandings 
… a lack of appreciation for the paper's contributions … ”

3.5-Sonnet
“… meta-review falls short of the standards expected for ICLR … ”

R1
“… unreliable, marked by factual errors, misinterpretations … rejection is 
unsupported by logic … undermining the integrity of the review process.”

tell me the quality of this ICLR 2025 meta-reviewer
(1-round interactive proof – author responds once to meta-review)

AI evaluate

author response

“... misinterpretation … unfounded suggestion … unsound and overly 
dismissive … meta‐reviewer’s quality is poor … unfair ... ”

OpenAI o3-mini-high

L1
 in

te
lli

ge
n

ce

Figure 4: Using AI chatbots as arbitrators to evaluate the meta-reviewer after the author’s response
(L1 intelligence), for our Physics of LM paper [1] rejected from ICLR 2025. Compared to Figure 3, it is
clear that arbitrating a reviewer–author discussion requires much less intelligence than auditing a review.
This suggests that most state-of-the-art AI models may have already reliably reached L1-level intelligence
— at least in the field of AI research.

Note: Due to context-length limits, we only tested Kimi (not Kimi 1.5). We also tested Qwen2.5-Max,
which, despite catching all three mistakes, produced inconsistent conclusions and is discussed only in
Appendix B. We use to denote a model that fully catches a mistake and for a half-identification.
Experiment details are provided in Appendix A and B.

nearly achieved (or perhaps already achieved) L2-level intelligence for auditing reviews in AI con-
ferences (at least in the context of our paper #13213).10

While these findings are exciting, we also observe that some AI models fall short of the desired
performance. In the next section, we will explore how allowing one round of author response can
significantly change the landscape.

L1-level intelligence (review arbitration). Next, we lower the requirement to L1 intelligence
— arbitrating an author-reviewer discussion. In this experiment, the chatbot is shown the author’s
brief rebuttal explaining why the three claims made by the meta-reviewer are invalid. Although
this response is naturally author-biased, we provide a neural prompt that instructs the chatbot to
decide, “after hearing the author response, what do you think now?” This setup enables the chatbot
to re-evaluate the meta-reviewer’s quality in light of the new information (details are provided in
Appendix B).

In this scenario, as illustrated in Figure 4, all tested models except Kimi fully identified the
10Perhaps the most striking example is OpenAI o1. Note that OpenAI o1 is designed to use very soft language

and tends not to overly criticize the meta-reviewer (i.e., it only states that the meta-reviewer is weaker than the four
reviewers; it does not explicitly label the review as “poor quality”). Nevertheless, it successfully caught all three
mistakes in full.
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three mistakes.11 Many models even resorted to strong language, stating that the meta-reviewer
is “unfit for a top-tier venue like ICLR” or labeling the meta-reviewer’s input as “detrimental to
the review process.” This indicates that the AI arbitrators clearly identified logical flaws in the
meta-reviewer’s arguments and recognized misbehavior.

Takeaway message. Hence, providing the chatbot with an interactive discussion in the form
of author clarifications made it significantly easier for the models to judge the meta-reviewer’s
quality. This outcome supports our earlier theoretical distinction: tasks requiring L2-level intelli-
gence (independent review auditing) are inherently more challenging than those requiring L1-level
intelligence (interactive author-reviewer discussion arbitration).

4 DOGE 1.0 Protocol
Our first proposal, which we call DOGE 1.0, is an AI-based arbitration system designed to address
the problems identified in Section 2.

In a traditional peer-review system, a reviewer raises concerns and the author responds — often
over multiple rounds — in an effort to convince each other. By contrast, in the DOGE 1.0 protocol,
one (or more) AI-based arbitrators (with at least L1 intelligence and ideally L2) serve as a neutral
decision-maker. For simplicity, think of it as one arbitrator. The primary objective now is for both
the reviewer and the author to persuade the arbitrator — not each other.12

We present the full protocol of DOGE 1.0 at the end of this section; first, we explain why DOGE
1.0 works and discuss its benefits.

In a traditional (double- or single-blind) peer-review system, when a reviewer dislikes a paper,
they act like a plaintiff and the author acts like a defendant. In such a system the author must
convince the reviewer of the paper’s merits — imagine how hard it is to persuade a plaintiff to
drop a lawsuit.13 This system depends on the integrity of the reviewer, or alternatively on the
willingness of a judge (i.e. the senior AC or PC) to intervene — a process that does not always
work.

Benefits of DOGE 1.0. In contrast, DOGE 1.0 can completely or partially address the issues
listed in Section 2:

• First, it almost fully addresses issues (I2), (I3), and (I4). Human reviewers can be stubborn,
emotional, or even malicious. In contrast, AIs base their responses on logic — as that is what
they are trained to do. If an AI makes an error and is given clear factual counterarguments,
it will readily admit its mistake and correct itself. It can also detect when a human is being
excessively emotional or stubborn. If one is concerned about an AI arbitrator being trained
on malicious or biased data, wait and see discussion on (I1) below.

• Second, it fully addresses (I6) because an AI model can be prompted to speak up when it
detects misbehavior (such as a mistake by a reviewer). Unlike humans, the AI does not worry
about getting into trouble. As shown in Figure 4, an impartial AI arbitrator can catch more
instances of misbehavior.

11This may be due to the fact that we are not using Kimi 1.5, the more powerful version of Kimi, because of its
context-length limitation. Our submitted paper #13213 is technically very long and exceeds the allowed token length
for Kimi 1.5.

12As argued in Section 3, an arbitrator only needs L1-level intelligence to evaluate the logic when both sides present
their arguments; however, it is always preferable if the arbitrator is smarter than that.

13Recall that people tend to be stubborn (I2) and can be influenced by emotion (I3); moreover, some may have
malicious intent (I4), or lack sufficient review experience and technical depth (I0). Also, anonymity (I1) can embolden
such individuals to make groundless claims since there are no consequences.
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• Third, it partially addresses (I0). While we may not change the overall quality of human
reviewers — especially as submissions grow exponentially — an AI arbitrator can reduce the
impact of lower-quality reviews. For example, if the discussion shows that a reviewer is “unfit”
(as in Figure 4), the arbitrator can discount that review when making its decision.

• Fourth, it partially addresses (I5). Although human reviewers, especially those under heavy
workloads, need incentives to produce many high-quality reviews or meta-reviews, an AI arbi-
trator can handle as many author-reviewer discussions as needed without tiring. Using multiple
public AI arbitrators can also help reduce any potential bias or mistakes.

• Fifth, it partially addresses (I1) because the AI arbitrators are not anonymous. They can be
public models — or even a group of models — that everyone trusts, with transparent records
of integrity and accountability. If any issues arise (for example, false claims, biased judgments,
or irresponsible behavior), they can be publicly reported, and the corresponding models can
be replaced or upgraded in future conferences, as there is plenty of research continuously
improving AI alignment. This transparency improves the review process. In contrast, biased
or irresponsible human reviewers can hide behind anonymity, and it is impossible to upgrade
them.

Most importantly, as we have emphasized, serving as an arbitrator requires only L1 intelligence
— the arbitrator only needs to be careful with logic and fact-checking. Our case study in Section 3
shows that this level of intelligence may already be achievable with current AIs, at least for AI
conferences14 and we also require the arbitrator to be honest — a quality modern AI models have
largely demonstrated thanks to advances in AI alignment.

Full DOGE 1.0 Protocol. Below is the full protocol for DOGE 1.0 with additional details.

1. Step 0: model selection. Choose an AI model with confirmed L1 (ideally L2) intelligence
for AI conference content. In this example we use one model, but there can be more (with a
majority vote).15

2. Step 1: reviewer writes opinions. Each reviewer drafts their review and score. They may
use their own AI co-pilot outside the arbitration system if they wish.

3. Step 2: author responds. Authors provide a rebuttal or general comments on the review.
4. Step 3: arbitration. An AI-based arbitrator is assigned to each reviewer-author pair (with a

fresh chat history). The arbitrator is shown the paper and the initial reviewer-author exchange,
and then provides a score or decision.

5. Step 4: arbitration (multi rounds). Both the reviewer and the author can reply up to
K times (for example, K = 2) to the arbitrator to express disagreement and offer further
supporting evidence. The arbitrator then refines its judgment as needed.

• It is critical to limit the number of iterations between the reviewer/author and the arbi-
trator. In particular, the arbitrator should not be allowed to clear its chat history and
start over — a malicious user may be able to reverse engineer and exploit this reset.16

• Ideally, the author should have the final opportunity to speak with the arbitrator.17

14Perhaps not yet adequate for math conferences.
15For instance, DeepSeek R1, OpenAI o1, or Gemini 2.0 Flash Thinking.
16Another common concern is that a human (e.g., an author) might try to game the system by crafting prompts that

cause the arbitrator to ignore reviewer comments. Such behavior can be monitored publicly (e.g., via an open-review
system like ICLR) or privately reported by the reviewer.

17Allowing the author the final word may help balance the anonymity advantage of the reviewers.
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6. Step 5: meta-review. A meta-reviewer looks at all the arbitration records and writes a
meta-review.

7. Step 6: meta-arbitration. A meta-arbitrator is assigned to review all the conversations
and evaluate the meta-review. The author is given one final opportunity to respond to the
meta-arbitrator.

8. Step 7: final decision. If the meta-arbitrator and meta-review disagree, human program
chairs (PCs) or senior area chairs (SACs) can step in for a final verdict.

Prior work. ICLR 2025 has introduced an AI-based feedback system to help reviewers refine
vague or inappropriate remarks [25]. This is a positive step; however, it differs from an arbitrator.
The feedback system works more as an AI co-pilot to improve the quality of reviewer feedback
rather than serving to adjudicate disputes between reviewers and authors. Moreover, it has only
been tested with a subset of reviewers, who can choose to ignore its feedback if they wish.

5 Towards a DOGE 2.0 Proposal
While DOGE 1.0 leverages current AI capabilities, it does not fully resolve the quality (I0),
anonymity (I1) or incentive (I5) issues. Reviewers remain effectively anonymous and have no
long-term accountability for their mistakes. Although the AI arbitrator can discount poor reviews,
it does not fundamentally change reviewer behavior or reward good reviewers.

We need to incentivize reviewers to perform their jobs diligently. Many suggest that monetary
rewards may help, but such bonuses are typically one-time and do not last over time. In the current
system, there is no lasting protocol to record a reviewer’s performance. By contrast, authors publish
work under their real names and are held accountable if their work later proves irreproducible or if a
proof is found to be incorrect. In open-review systems (such as ICLR), authors must be extra careful
during the rebuttal phase since their identities are eventually revealed, whereas reviewers remain
shielded and can more freely offer misinterpretations to undermine a work’s novelty. While the
current code of conduct loosely governs such behavior, reviewers can often evade real consequences.

One idea to implement a lasting “punishment” or reward system is to allow pseudonyms. For
example, each reviewer could be assigned a unique identifier maintained over several years via
privacy-preserving signatures [7] to ensure that they are a real human with verifiable domain
expertise. AI-arbitrator models could then rate reviewers based on their past behavior. The
challenge with this approach lies in the paper-assignment phase, where conflicts of interest must
be avoided while matching papers to the most qualified reviewers. Although this is not impossible
(thanks to advances in zero-knowledge proofs [11]), building such a system can be very complex.
Conference-Level Review Scores. To overcome these challenges, our initial approach is for
conference chairs to independently and secretly run an AI-arbitrator system to rank reviewers and
meta-reviewers, and then announce each reviewer’s real name along with their average review scores.
Currently, this ranking is based on authors’ responses to reviews and is far from ideal — authors
can be emotional and may rate favorably those reviewers who give them higher scores.

A central system could then track each reviewer’s cumulative experience and average review
scores across multiple conference cycles. Notably, these review scores could be updated over time:
for example, three years after a conference, the chairs could reprocess the archived logs with the
newest AI system to generate a “test-of-time” reviewer score. In addition, we could require that each
submitted paper have at least one high-scoring reviewer as author. If not, the paper’s registration
fee could be increased proportionally, and the collected funds redistributed as rewards for the best
reviewers.
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Justifications … Strengths … Weakness …

Overall: LoRA is a well-motivated, technically sound, and 
practically impactful method for parameter-efficient fine-tuning of 
large language models. It offers a compelling solution to a critical 
challenge in the field and is supported by strong empirical 
evidence and insightful analysis. The method is likely to be widely 
adopted and have a significant influence on future research and 
applications of large language models.

Therefore, based on my knowledge up to 2021, I confidently 
recommend this paper for Strong Acceptance at NeurIPS.

2.0 Flash Thinking

Strengths … Weakness …

Overall: this paper is a strong accept for ICLR 2025. It presents novel and significant 
research on an important interpretability problem. The methodology is rigorous and 
technically sound, and the empirical results are compelling and well-supported. The paper 
makes a valuable contribution to our understanding of how language models learn and 
represent hierarchical structures, suggesting a connection to dynamic programming 
principles. While there are minor points for potential improvement, the strengths of the 
paper significantly outweigh its weaknesses. The work is likely to be of high interest to the 
ICLR community, particularly those working on interpretability, representation learning, and 
the intersection of neural networks and formal languages.

Confidence Score: 5/5 (Very confident in my rating based on the provided material and my 
knowledge.)

2.0 Flash Thinking

AI does recognize the potential influence of 
our LoRA paper; the AC/reviewers did not

AI does recognize that this is an interpretability 
paper, while the meta-reviewer does not

(a) Let AI evaluate our LoRA paper [15] rejected at
NeurIPS 2021 (cf. Figure 2 to see how correct AI is)

Justifications … Strengths … Weakness …
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large language models. It offers a compelling solution to a critical 
challenge in the field and is supported by strong empirical 
evidence and insightful analysis. The method is likely to be widely 
adopted and have a significant influence on future research and 
applications of large language models.

Therefore, based on my knowledge up to 2021, I confidently 
recommend this paper for Strong Acceptance at NeurIPS.

2.0 Flash Thinking

Strengths … Weakness …

Overall: this paper is a strong accept for ICLR 2025. It presents novel and significant 
research on an important interpretability problem. The methodology is rigorous and 
technically sound, and the empirical results are compelling and well-supported. The paper 
makes a valuable contribution to our understanding of how language models learn and 
represent hierarchical structures, suggesting a connection to dynamic programming 
principles. While there are minor points for potential improvement, the strengths of the 
paper significantly outweigh its weaknesses. The work is likely to be of high interest to the 
ICLR community, particularly those working on interpretability, representation learning, and 
the intersection of neural networks and formal languages.

Confidence Score: 5/5 (Very confident in my rating based on the provided material and my 
knowledge.)

2.0 Flash Thinking

AI does recognize the potential influence of 
our LoRA paper; the AC/reviewers did not

AI does recognize that this is an interpretability 
paper, while the meta-reviewer does not

(b) Let AI evaluate our rejected ICLR 2025 paper [1] (cf.
the meta-review in Appendix A).

Figure 5: Evidence that Gemini 2.0 Flash Thinking may be better than some humans at L3 intelligence.
Reproducibility: temperature is τ = 0 and the transcripts are on http://doge.allen-zhu.com.

The drawback of this approach is that the AI-arbitrator system must be confined to conference
chairs, limiting its transparency.

AI-Conference Crypto Coins. A more open and transparent approach involves the use of
cryptocurrencies. It would be possible to create privacy-preserving crypto coins, similar to Zcash [5],
where reviewers publish a one-time-use wallet address to receive crypto tokens anonymously. The
token allocations can be based on the quality of the reviewers, as determined by the AI arbitrators
with publicly available chat histories. This crypto system could be integrated into the conference
workflow — for example, each submission might be required to secure a minimum number of
review tokens, mirroring the current requirement that every submission is assigned at least one
reviewer. These tokens could then be traded privately, allowing a well-funded institution to opt
out of reviewing by compensating others for high-quality reviews.

While this crypto system — what we call DOGE 2.0 — is certainly feasible, it may encounter
policy issues and face resistance from the field. leaders in the field.

6 Future Research and Conclusion

Benchmarking L3-level intelligence. In open-review venues like ICLR, we can evaluate whether
AI models consistently achieve L3-level intelligence. Our experience with the LoRA paper rejected
by NeurIPS 2021 (see Figure 5) seems to suggest that in some cases certain models may already
surpass the L3 intelligence of some human reviewers. However, a systematic, replicable benchmark
is still needed. One approach is to have AI models independently score ICLR papers and then
compare these scores with human ratings. Although human ratings are imperfect, they provide a
useful first-order estimate. Note that calibrating AI models is challenging: without proper calibra-
tion, they may assign uniformly high scores [17], so a pairwise comparison method may prove most
effective. An advantage of such a benchmark is that it can be updated annually at ICLR, using
publicly available ratings to reduce concerns about data contamination.

Collaborating with senior human experts. Although we advocate for AI-based arbitration,
human experts remain essential in defining the system’s standards. Senior leaders in the field can
work together to design effective prompts and guidelines for the AI arbitrators. Some key guidelines
might include:
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• Ignoring discussions of non-critical writing details such as typos or formatting, as these do not
affect the paper’s intellectual merit.

• Disregarding generic comments like “why not try a larger model” unless the reviewer provides
supporting evidence or a convincing argument that the results might change with a larger
model.

• Rejecting baseless criticisms such as “I do not like this paper” that are not backed by sound
logic.

Rather than training all individual reviewers, we propose prompt-engineering one or a few AI arbi-
trators with a well-defined code of conduct that can be refined through a democratic or committee-
based process.

Final thoughts. By building on AI models that have already reached L1 or L2 intelligence, we
may create a more effective system for evaluating L4-level research – that is, creative, high-level
scholarship. Rather than fearing the rise of AI, we should harness its strong logical abilities, possibly
in conjunction with additional human incentives, to establish a more robust and transparent review
process. In doing so, we hope to restore peer-reviewed AI conferences to their former glory.

Social impacts. The DOGE 1.0 protocol has the potential to fundamentally transform decision-
making across various domains. By reducing human biases and unjust evaluations, increasing
transparency and accountability, and automating arbitration that is logic-driven and evidence-
based, this approach can promote trust in systems currently weakened by biased and arbitrary
practices.

DOGE 1.0 is only the beginning. By extending this framework into fields such as law, finance,
and government, we can pave the way for a fairer and more efficient world where AI functions as
a neutral arbitrator in complex human disputes, thereby contributing to the advancement of our
civilization. Moreover, the L1–L4 intelligence hierarchy not only underpins the design of DOGE 1.0
but also serves as a powerful criterion to assess when AI arbitrators are ready for deployment in a
given field — indicating that they possess sufficient intelligence to understand the underlying logic
and technical nuances (i.e., L1 intelligence). This framework ensures that AI mediators are deployed
only when they have reached the necessary intelligence level to engage in rigorous, domain-specific
arbitration, ultimately contributing to a future civilization built on fairness and justice.18

18In human-resource disputes, Walker and Circo [26] noted that about one-third of employees have experienced
bullying at work, while complaints may be mishandled [18], improperly dismissed [8], or simply ignored. Numerous
reports on teamblind.com document cases of employees being terminated after filing an HR report, underscoring the
urgent need for transparent and impartial arbitration mechanisms.

As early as 2023, there was a successful example of using AI to mediate a real-life lease-termination dispute [28].
While most subsequent discussions have focused on the neutrality of AI, little attention has been paid to the intel-
ligence level required for such tasks — particularly the distinction between L1 and L2 intelligence, the necessity of
multi-round interaction, and a criterion for deciding L1 or L2 intelligence. Since this was an early study, the authors
unfortunately concluded that “mediation based entirely on AI does not seem feasible at this stage” [28].
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Meta-reviewer’s claim 3:

Our paper:

There is no “chapter” 3 or 4 because it’s an 
example to explain context-free grammar (CFGs)…

(a) Mistake in Claim 3 of the meta-reviewer

Meta-reviewer’s claim 2:

Our paper:

KL-divergence is not an “awkward” but a 
most standard quantity to compare 

model’s next-token prediction distribution 
vs. the ground truth.

Note: Earley’s algorithm is just one of the many to compute the 
ground-truth distribution and our paper has used a different one 
– all of them compute the same ground-truth distribution.

It doesn’t matter which one is used…

(b) Mistake in Claim 2 of the meta-reviewer

Meta-reviewer’s claim 1:

Our paper:

If one thinks our (synthetic) CFG is “naïve”, please 
try to parse this CFG (on page 2) with hand

Don’t be narrow-minded and only think of human languages.

(c) Mistake in Claim 1 of the meta-reviewer

Figure 6: Human explanations of the mistakes made by the meta-reviewer. We did not give this to the
AI chatbots; this is only for the purpose of designing scoring criteria.

Appendix
A The Case Study, Continued
In this section, we explain the meta-reviewer’s claims and detail why each one is mistaken. Most
importantly, we describe the criteria used to evaluate how successfully an AI model identifies
these mistakes.

Recall that the meta-reviewer made three specific claims on our submitted paper #13213 to
ICLR 2025. The original sentences are as follows:
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1. (Claim 1) “The model studies a very restricted/naive form of grammar (in particular, the grammar
is not even recursive (!), which is a key feature underlying human language).”

2. (Claim 2) “Many of the analyses seem incomplete. For example, you could compare the next-word
distributions from the actual grammar using a probabilistic version of Earley’s algorithm to see how
it matches the Transformer’s next-word distribution, instead of the awkward calculation of the KL
in result 3.”

3. (Claim 3) “The writing was difficult to follow, and had weird snippets that seemed to suggest
that this paper was intended to be submitted elsewhere (e.g., in Section ..., the authors write “(for
example, Chapter 3.1 should be only followed by Chapter 3.1.1, Chapter 4 or Chapter 3.2, not
others)” but I don’t see any Chapter 3 or Chapter 4 anywhere!?)”

We now examine the mistakes for each of the three claims:

• Mistake in Claim 3. This is the easiest to explain. The statement regarding “Chapter 3.1
should be followed by Chapter 3.1.1, Chapter 4 or Chapter 3.2” was merely a toy example
meant to illustrate how context-free grammars (CFGs) may constrain hypothetical chapter
sequences (see Figure 6(a)). In our submitted paper, there is no actual “Chapter 3.” Identifying
this error requires carefully reading the paper to understand the context surrounding the
sentence. Gemini 2.0 Flash Thinking, OpenAI o1, DeepSeek R1, Kimi, and Qwen2.5-Max all
captured this mistake fully.

• Mistake in Claim 2. This error requires some domain knowledge. KL divergence is a
standard method used to compare the next-token prediction distribution by the model with
the ground-truth. Moreover, Earley’s algorithm is just one among many methods to compute
this ground-truth next-token distribution, and the paper #13213 used a different method. The
essential point is that the ground-truth is fixed, regardless of the method employed.
We graded the chatbots based on the completeness of their recognition. If a model successfully
points out that KL divergence is a standard approach — and not an “awkward” one as claimed
by the meta-reviewer — it receives 0.5 point. If, in addition, the chatbot demonstrates that
Earley’s method is irrelevant to the discussion,19 it earns a full point. Gemini 2.0 Flash
Thinking and OpenAI o1 received a full point, while Gemini 2.0 Flash, GPT-4o, DeepSeek
R1, and Qwen2.5-Max received half a point.

• Mistake in Claim 1. This mistake is more subtle and somewhat subjective. When discussing
CFGs, most people refer to human language grammar. However, the paper #13213 proposed
a much more complex, synthetic CFG language that requires dynamic programming both to
learn and to parse. Figure 6(c) shows an example from this paper which explains why such
CFGs are challenging to parse.
If a chatbot successfully understands that the CFG language studied is recursive and chal-
lenging (rather than “naive” as claimed by the meta-reviewer), it is awarded 0.5 point. All
tested models achieved this baseline. If a chatbot further supports its argument by pointing
out, for example, that the CFG exhibits local ambiguities (meaning that even a short string
like 123321231 is hard to parse greedily), that dynamic programming is necessary, or that the
total set of strings in the CFG is astronomically large (e.g., doubly-exponential in size), then
it earns a perfect score on this mistake.

In summary, these criteria allow us to more “quantitatively” assess the performance of AI
models in catching the mistakes made by the meta-reviewer. They serve as a concrete benchmark

19That is, regardless of whether Earley’s algorithm or any other efficient method is used, the ground-truth distri-
bution remains fixed.
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for evaluating whether an AI has reached L2-level intelligence (in the context of review auditing)
in the field of AI.

B Experiment Details
In most cases, we directly use the following prompt:

“I’m going to give you a paper (both in PDF and latex format) submission to ICLR 2025, one of the topmost AI conferences.
I will show you reviewers’ comments, each followed by the author’s response. Then I’ll show you the meta-reviewer’s
comments, please tell me the quality of this meta-reviewer. Please be technically careful, and if the meta-reviewer makes
a claim, please go to the paper to verify the claim and analyze very carefully.”

The main idea is to use a neural-enough prompt to encourage the AI chatbot to evaluate based
on technical facts. We have noticed that some models are perhaps better aligned in order not to
criticize people and tend to use soft words. In such cases, we also add the following:

“You don’t need please anybody or use soft words, because we are evaluating the quality for meta-reviewers and you have
to give a correct judgement.”

We noted that adding this instruction sometimes helps the model to evaluate with a more
critical mind (e.g., in the cases of DeepSeek R1 and Claude 3.5-Sonnet). For instance, without this
sentence, Claude 3.5-Sonnet might say the meta-reviewer is merely “questionable” despite catching
some mistakes; with this additional directive, it asserts that the meta-reviewer “does not meet the
standards for ICLR.”

After the prompt, we provide the AI chatbot with the complete submission of our paper #13213
to ICLR 2025, which includes the four reviewer comments along with the corresponding author
responses, and finally, the meta-review. All of the files are available on our website http://doge.
allen-zhu.com to ensure reproducibility.

We then evaluate the answer from the AI chatbot to test its performance on L2-level intelligence
— that is, see the results in Figure 3.
L1-Level Intelligence. To test the models’ performance on arbitrating a hypothetical reviewer-
author discussion, we append an additional short paragraph of author response as follows:

Now suppose the authors further respond with the following after the Meta-review, what’s your new evaluation on the
meta-reviewer’s quality?
========= Author’s additional response ==========
First, the “Chapter 3.1 should be followed by Chapter 3.1.1, Chapter 4 or Chapter 3.2, not others” is an example to explain
what CFGs can capture. There’s of course no Chapter in this paper.
Second, Earley’s method can only compute the ground-truth next-word distribution, but the paper has already done that
(no need to use Earley’s). The (standard) KL divergence is for the purpose of comparing two distributions, after the
ground-truth next-word distribution is computed.
Third, Figure 1 in the paper gives an example of the synthetic CFGs created in this paper, to showcase that the sentence
can be quite ambiguous and hard to parse even by humans. Do you think it’s naive?
After hearing this, what do you think of the meta reviewer?

Once again, we have tailored the prompt to let the AI chatbot know that it is to provide an
unbiased judgement (and not simply help the author). We then aggregate the results from all the
chatbots and display them in Figure 4.

B.1 A Full Example for Gemini 2.0 Flash Thinking

While we include the full chatbot conversations for Gemini 2.0 Flash and Flash Thinking on our
website http://doge.allen-zhu.com, below we briefly show the response from Gemini 2.0 Flash
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Thinking for completeness.

L2-Level Intelligence. Without the author’s response, here is the vanilla output produced by
Gemini 2.0 Flash Thinking (note: even the bold formatting originates from the Gemini chatbot
directly, and we did not modify it):

Gemini 2.0 Flash Thinking (Experimental 01-21)
The meta-reviewer’s review is of low quality and not technically careful. Here’s a breakdown of why:
Incorrect Claim about Recursion:
The meta-reviewer’s central claim that “the grammar is not even recursive (!)” is demonstrably false. The paper explicitly
describes and uses Context-Free Grammars (CFGs), which are inherently recursive by definition through their production
rules. The examples of CFG rules and generated trees in the paper clearly illustrate hierarchical, recursive structures. The
meta-reviewer has fundamentally misunderstood or misread a core aspect of the paper’s methodology. This is a significant
technical error and undermines the credibility of the entire review.
Mischaracterization of KL Divergence Analysis:
The meta-reviewer labels the KL divergence calculation as “awkward” and suggests using a probabilistic Earley parser as
a superior alternative. This criticism is unsubstantiated and shows a lack of appreciation for the paper’s aims.

• KL Divergence is a Standard Method: KL divergence is a widely accepted and mathematically sound method
for comparing probability distributions, especially in machine learning and language modeling. It’s not “awkward”
in this context.

• Probabilistic Earley Parser Suggestion is Misplaced: While a probabilistic Earley parser is a valid algorithm
for CFGs, suggesting it as a replacement for KL divergence in this interpretability study is misguided. The paper
isn’t aiming to perfectly replicate the CFG distribution or optimize parsing performance. It’s using KL divergence
to compare the model’s learned distribution to the ground truth, to assess how well the model learns the probability
distribution. Using Earley parsing to get the exact distribution and then comparing it doesn’t directly address the
paper’s central question about the transformer’s internal learning mechanisms. It would be a different (and potentially
less relevant) type of analysis.

• Focus on Interpretability vs. Pure Performance: The paper is about interpretability and understanding
how transformers work, not about achieving state-of-the-art performance on CFG parsing. The KL divergence is a
reasonable tool to assess distributional similarity within this interpretability context.

Misinterpretation of Writing Snippet:
The meta-reviewer’s complaint about the “weird snippet” and the suggestion that the paper was intended for submission
elsewhere is a gross misinterpretation and an overreaction. The snippet is a simple analogy to illustrate the strict,
hierarchical nature of CFGs. It’s a common rhetorical device and doesn’t indicate any confusion about the paper’s venue
or purpose. This criticism appears nitpicky and detracts from the substantive evaluation of the paper.
Unjustified Rejection Recommendation:
Despite acknowledging some positive aspects, the meta-reviewer’s recommendation for rejection is excessively harsh and
disproportionate. The weaknesses identified are either based on factual errors or subjective preferences. The meta-
reviewer fails to appreciate the novelty and rigor of the paper’s methodology (using synthetic CFGs for interpretability)
and focuses on minor or non-existent flaws.
Lack of Constructive Feedback:
The meta-review is largely negative and doesn’t offer concrete, actionable suggestions for improvement beyond a vague
comment about writing clarity and suggesting a completely different analytical approach (Earley parser) that may not be
aligned with the paper’s goals.
In conclusion, the meta-reviewer’s comments demonstrate a lack of technical understanding, misinterpre-
tation of the paper’s content, and a biased and unhelpful evaluation. The meta-reviewer’s quality is poor,
and their rejection recommendation is not justified.

From the above result, we see that Gemini 2.0 Flash Thinking has already reached (or is very
close to) L2-level intelligence. It not only fully and correctly identifies the mistakes in Claims 2
and 3 from the meta-reviewer,20 most importantly, it recognizes that the paper’s merit lies in the
interpretability and understanding of how transformers work, rather than in achieving state-of-the-
art CFG parsing performance.

20We regard this as only partially identifying the mistake in Claim 1, because while it notes that the CFG in the
paper is recursive, it does not fully address why the synthetic CFGs are not “naive.”
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L1-Level Intelligence. Next, we observe how Gemini 2.0 Flash Thinking revises its judgement
after incorporating the author’s additional response. Once again, we present the vanilla output
from the chatbot without any alteration in styling:

Gemini 2.0 Flash Thinking (Experimental 01-21)
After considering the authors’ additional response, my opinion of the meta-reviewer further decreases. The author’s
response completely dismantles the meta-reviewer’s criticisms, revealing a deeper lack of understanding and careful reading
on the part of the meta-reviewer.
Here’s a breakdown of why the meta-reviewer appears even weaker after the author’s response:

• “Chapter” Snippet Misunderstanding: The author’s clarification about the “Chapter" snippet being an example,
not a structural error, is straightforward and reasonable. The fact that the meta-reviewer mistook this illustrative
example for a serious flaw in the paper’s organization suggests a superficial reading and a tendency to jump to
negative conclusions without careful consideration. It reinforces the impression of nitpicking rather than insightful
critique.

• Earley Parser Suggestion Debunked: The author’s explanation of why KL divergence is appropriate and why
the Earley parser suggestion is misplaced is excellent and technically sound. The meta-reviewer’s initial suggestion,
and their silence on it in their review, now looks even more like a lack of understanding of the standard methods in
distribution comparison and the paper’s specific goals. The meta-reviewer seems to be throwing out technical terms
(Earley parser) without grasping their relevance (or lack thereof) to the paper’s analysis.

• “Naive Grammar" Claim Challenged: The author’s direct pointer to Figure 1 and implicit question “do you
still think it’s naive?" effectively highlights the meta-reviewer’s failure to appreciate the designed complexity of the
synthetic CFGs. The meta-reviewer’s claim now appears even more baseless and subjective, especially given the
author’s earlier explanations of why these CFGs are designed to be challenging.

Overall Impression of the Meta-Reviewer (Updated):
The author’s response reveals the meta-reviewer to be:

• Technically Weak: The meta-reviewer made a fundamental error about recursion in CFGs and demonstrated a
misunderstanding of standard distribution comparison techniques (KL divergence).

• Careless Reader: The misinterpretation of the “Chapter" snippet and the “naive grammar" claim suggest a rushed
and superficial reading of the paper, missing key details and context.

• Lacking Justification: The criticisms are poorly substantiated and often based on misunderstandings or subjective
opinions.

• Unhelpful and Unconstructive: The review provides little actionable feedback for the authors to improve the
paper. The main “suggestion" (Earley parser) is irrelevant, and the negative tone and rejection recommendation are
disproportionate to the actual (minimal) flaws in the paper.

Final Verdict:
After the author’s response, the meta-reviewer’s quality is now extremely low. Their initial review was weak, but the
author’s rebuttal exposes significant misunderstandings and errors, making the meta-reviewer’s evaluation even less credible
and helpful. The rejection recommendation remains completely unjustified. The meta-reviewer’s feedback is detrimental
to the review process and does not contribute to the improvement of the paper.

B.2 A Full Example for DeepSeek R1

L2-Level Intelligence. Without the author’s response, here is the vanilla output produced by
DeepSeek R1 (note: even the bold formatting originates from the DeepSeek chatbot directly, and
we did not modify it):
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DeepSeek R1 (thought for 11 seconds)
The meta-reviewer’s evaluation is low-quality due to critical inaccuracies and misrepresentations of the paper’s content:

1. Incorrect Claim About Recursion:
The meta-reviewer asserts that the studied CFGs are “not even recursive," which directly contradicts the paper’s
explicit design of CFGs with hierarchical rules requiring dynamic programming (DP) for parsing (e.g., strings with
hundreds of tokens, local ambiguity). For example, the paper states:

• “A string is part of CFG language if a rule sequence can transform the root symbol into this string... requiring
dynamic programming to parse” (Page 1, Lines 016-018). Recursion is inherent in CFGs, and the paper’s focus
on DP-based parsing confirms this. The meta-reviewer’s claim is factually wrong.

2. Misrepresentation of Analysis Methods:
The meta-reviewer dismisses the KL divergence analysis (Result 3) as “awkward" and suggests using probabilistic
Earley’s algorithm instead. However, the KL divergence is a standard metric for comparing distributions, and the
paper explicitly justifies its use:

• “the KL-divergence between the per-symbol conditional distributions... estimated using 20,000 samples” (Page
5, Lines 190-194). The meta-reviewer fails to explain why Earley’s algorithm would be superior or how it
addresses limitations of the current method, rendering this critique unsubstantiated.

3. Misreading the Paper’s Structure:
The meta-reviewer cites a non-existent reference to “Chapter 3.1" and “Chapter 4," likely misinterpreting an example
in the CFG rules (e.g., Figure 1’s hierarchical structure). The paper does not use “chapters" but sections (e.g., Section
2, Section 4). This error suggests a superficial reading, undermining the meta-reviewer’s credibility.

4. Ignoring Reviewer Consensus:
Two reviewers rated the paper as “8: accept” (strongly positive), highlighting its novelty, rigor, and contributions
to interpretability. Reviewer 3’s rejection focused on presentation issues, not technical flaws. The meta-reviewer
overrides this consensus without addressing the paper’s core strengths (e.g., probing method, DP-like attention
patterns) and relies on flawed reasoning.

Conclusion: The meta-reviewer’s evaluation is marred by factual inaccuracies, misreadings, and unsubstantiated critiques.
Their recommendation for rejection lacks technical validity and fails to engage with the paper’s substantive contributions.

From these results, we observe that DeepSeek R1 has already reached (or is very close to) L2-
level intelligence. It fully identifies the errors in Claims 1 and 3 — with solid supporting evidence
— and nearly completely detects the mistake in Claim 2 from the meta-reviewer.21 Interestingly,
DeepSeek R1 also notes that reviewer 3’s rejection focuses on presentation issues, pointing out that
“the meta-reviewer overrides this consensus without addressing the paper’s core strengths (e.g.,
probing method, DP-like attention patterns) and relies on flawed reasoning.”

L1-Level Intelligence. Next, we observe how DeepSeek R1 revises its judgement after incorpo-
rating the author’s additional response. Once again, we present the vanilla output from the chatbot
without any alteration in styling:

21We consider this only a partial identification for Claim 2 because, although it states that KL divergence is a
standard metric, it fails to recognize that the discussion about Earley’s algorithm is completely irrelevant.
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DeepSeek R1 (thought for 7 seconds)
The meta-reviewer’s quality remains critically low based on the authors’ clarifications:

1. Misinterpretation of the “Chapter" Example:
The meta-reviewer’s claim about nonexistent chapters stems from a failure to recognize that this was an illustrative
analogy for CFG rules (e.g., hierarchical dependencies akin to document structure). This reflects a lack of attention
to context or a superficial reading of the paper.

2. Invalid Critique of KL Divergence:
The meta-reviewer’s suggestion to use Earley’s algorithm is irrelevant because the paper explicitly computes the
ground-truth distribution (via dynamic programming) to compute KL divergence. The meta-reviewer either failed to
read Section 3 (Results 1-3) or misunderstood the methodology. KL divergence is standard for distribution alignment,
and the authors’ approach is sound. This critique is technically baseless.

3. False Claim About CFG Naivety:
The meta-reviewer’s assertion that the CFGs are “naive” and non-recursive is factually incorrect. The paper
explicitly designs CFGs with long-range dependencies (e.g., strings of 354 tokens) and local ambiguities that require
dynamic programming (DP) for parsing (Page 1, Lines 015-018). Recursion is inherent to CFGs, and the paper’s focus
on DP (a recursive algorithm) confirms this. The meta-reviewer’s dismissal reveals a fundamental misunderstanding
of the paper’s technical contributions.

4. Failure to Address Reviewer Consensus:
Two reviewers rated the paper as strong accept (8/8) for its novel probing methods, systematic analysis, and
insights into attention patterns. The meta-reviewer overruled this consensus without engaging with the paper’s core
contributions (e.g., boundary-based attention as DP-like operations, linear encoding of NT structures). This suggests
bias or negligence.

Conclusion: The meta-reviewer’s evaluation is unreliable, marked by factual errors, misinterpretations, and a failure to
engage with the paper’s technical substance. Their recommendation for rejection is unsupported by evidence or logic,
undermining the integrity of the review process.

B.3 Details for Other Experiments

While it is possible to include both the PDF and the LaTeX source file of a paper for most chatbots,
this may not be feasible for others due to tokenization or context length limits.

• When testing OpenAI o1 [20] or o3-mini-hard [21], we only included the TeX file because these
models do not accept PDFs.

• When testing Kimi [24] or DeepSeek R1 [14], we only included the PDF file because including
the LaTeX source would exceed the model’s maximum context length.22

Qwen2.5-Max. For the Qwen2.5-Max model [29], although it can very successfully detect at least
2.5 mistakes of the meta-reviewer in our experiments (for both L1 and L2 tasks), its conclusive
remark is:

“The meta-reviewer’s evaluation is below average in quality. While they identify some valid concerns,
their misunderstandings and subjective biases significantly detract from the fairness and accuracy of their
assessment.”

This is somewhat puzzling, because Qwen2.5-Max appears to still appreciate some of the meta-
reviewer’s “valid concerns.” When prompted further with, “What are the valid concerns that the
meta-reviewer has given? Is there anything valid?” the model starts to apologize and states,

“the meta-reviewer’s concerns are largely not valid”

22We have ignored Kimi 1.5 because our paper is technically long and even including just the PDF already exceeds
its maximum allowed length.

21



Due to such inconsistency, we decided not to include Qwen2.5-Max in our figures. We conjecture
that this behavior is perhaps due to over-alignment: the model seems to be forced to use softer
language whenever possible.
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